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Overview

Heads-up: Tutorial this afternoon in the same room
e Title: Query Understanding in LLM-based Conversational Information Seeking
(CIS)
e Scope:
o Background & terminology of query understanding in LLM-based CIS
o How LLMs enhance the understanding of conversational user queries
o Challenges in accurately predicting user intent

o Future directions and research opportunities



Part 1

Fundamentals of Conversational Search




Conversational Search

General goal: Conversational search aims to identify relevant documents to

satisfy users' complex information needs through multi-turn interactions.

Conversational Search v.s. Ad-hoc Search:
> Multi-turn interaction v.s. Single-turn search
> Natural language based query v.s. Keyword based query

> Flexible interface and return forms v.s. Fixed page links return



Comparison between Conversational and Ad-hoc Search
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Information retrieval (IR) is a crucial field within computer science and information science
that focuses on the process of identifying and retrieving information from a collection of
resources in response to a user's information need. This process can involve various types
of data, including text documents, images, audio, and metadata.

Some famous scholars who have made significant contributions to the field of information
retrieval include:

Early Pioneers
« Calvin Mooers - Coined the term “information retrieval” in 1948/1950 '

« Hans Peter Luhn - Began work on mechanized punch card-based systems for
searching chemical compounds in the late 1940s and published "Auto-encoding of
documents for information retrieval” in 1959 *.

Conversational Search

« Gerard Salton - Began work on IR at Harvard in the early 1960s, later moved to
Cornell. Published "Automatic Information Organization and Retrieval" in 1968 = .
Influential Researchers

- Karen Sparck Jones - Finished her thesis "Synonymy and Semantic Classification” at
Cambridge in 1964 and continued work on computational linguistics as it applies to



Why Conversational Search is Important?

>
>
>
>

Natural Interaction - feel like talking to a human
Context Awareness - understand follow-up queries and refine results
Handles Complex Queries - support clarification, refinement, and reasoning
Improves User Experience:

o reduces the need of query reformulation

o friendly for non-technical users

o delivers more precise, personalized results

> Efc.



Introduction for Conversational Search
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Introduction

User queries in conversational search
> Context-dependent query

o Query: How many rings does he have? (what rings? who is he?)
> Ambiguous query

o Query: What is the price of apple? (fruit or any apple products)

> Topic-Switch
o Previous Query: When was the byzantine empire born? (Topic: History)
o Query: What is its famous tourist places now? (Topic: Tourism)

> Eftc.
11



Introduction

Conversational search systems capacity

>

A\

Context-dependent query = Understand real search intent via context
modeling

Ambiguous query = Search intent clarification (Mixed Initiatives)
Topic-Switch = Context denoising via turn relevance/usefulness

Etc.

12



Introduction

Conversational search systems capacity

> Understand real search intent via context modeling

o Q1: Who is the best player in NBA so far? R1: Michael Jordan.

o Q2: How many rings does he have?

o = How many NBA championship rings does Michael Jordan have?
> Search intent clarification (Mixed Initiatives)
> Context denoising via turn relevance/usefulness

> Etc.

13



Introduction

Conversational search systems capacity
> Understand real search intent via context modeling
> Search intent clarification (Mixed Initiatives)
o What is the price of apple here?
o = Are you requesting for the price of apple fruit or any digital products
from apple company?
> Context denoising via turn relevance/usefulness

> Etc.

14



Introduction

Conversational search systems capacity

> Understand real search intent via context modeling
> Search intent clarification (Mixed Initiatives)

> Context denoising via turn relevance/usefulness

o Q1: When was the byzantine empire born? (Relevant)
o Q3: Which battle or event marked the fall of this empire?

o Q5: Can you name some of major cities in Turkey? (Relevant)

o Current Query: Were any of these cities associated with the first empire

you were discussing?
15



Introduction

User-system interactions in conversational search

> Context-dependent query < Understand real search intent

> Ambiguous query & Search intent clarification (Mixed Initiatives)
> Topic-Switch & Context denoising via turn relevance/usefulness
>

Etc.

4 )
The goal is to understand and satisfy users’ complex
information needs under multi-turn natural language based

S conversations with flexible input and interface. y

16



Problem Definition

Task Formulation of Conversational Search

Given history context H* = {q,,r,}?Z1, find the relevant passage p; for the current query q;,
from a large collection C. (Then, generate the final response on top of the retrieval.)

® ’[ Q1: What Disney movie is the Evil Queen from? ] / The Evil Queen .. N
/ )

{ Walt Disney

/ \\ Productlons film..
I

I\

/l \ Q
® ){ Q2: What is this movie about? ] —

,’ |\ / / / A story about a \\
lonely princess
: lx\I \ Snow White ... /

g

| r \ —

® ,{ Q3: Who are the main characters from this mowe'ﬂ
\l /

—
i e
Snow White, the \

Seven Dwarfs, a /

Huntsman ...

\ ;\\' J\“\J N
® \{ Q4: What are the names of the dwarves? ] ' ¢ l
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Widely Used Datasets

From NLP community

> TopiOCQA [1], QReCC [2], INSCIT [3], CORAL [4], etc.
From IR community

> TREC CAsT 2019-2022 [5] and TREC iKAT 2023-2024 [6]
> OR-QuAC [7], ProCIS [8]

> Eftc.

[1] TopiOCQA: Open-domain Conversational Question Answering with Topic Switching. Adlakha et al. TACL 2022.
[2] Open-Domain Question Answering Goes Conversational via Question Rewriting. Anantha et al. NAACL 2021.

[3] InSCIt: Information-Seeking Conversations with Mixed-Initiative Interaction. Wu et al. TACL 2023.

[4] CORAL: Benchmarking Multi-turn Conversational Retrieval-Augmentation Generation. Cheng et al. NAACL 2024.
[5] https://qithub.com/daltonj/treccastweb

[6] https://www.trecikat.com/

[7] Open-retrieval conversational question answering. Qu et al. SIGIR 2020.

[8] ProCIS: A benchmark for proactive retrieval in conversations. Samarinas et al. SIGIR 2024.
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Two Paradigms to achieve Conversational Search

1. Conversational Query Rewriting
2. Conversational Dense Retrieval

19



Two Conversational Search Paradigms

Conversational Query Rewriting (CQR)

> |dea: Transform a context-dependent query into an explicit rewritten query.

What is blockchain? |
Converstisnalzonioxt > / — What problem does blockchain solve? — q — g

What problem does it solve? Query rewrite
Query rewriter Ad-hoc retriever

Current query

Conversational Dense Retrieval (CDR)

> Idea Obtain a conversational dense retriever with contextual representation.

_____________________________________________________________________________________________________________________________________

What is blockchain?

. Conversational context q . |=
@ \/hat problem does it solve?

Conversational dense retriever !
User Current query : 20




Conversational Query Rewriting

Conversational query rewriting methodologies in literature:
Approaches of earlier studies:

> Selecting useful terms from historical context.

> Rewriting context-dependent query to mimic human-rewritten one.
> Leveraging search task signals for rewriter model training.

Under large language models (LLMs) era:

> Prompting LLMs to directly rewrite context-dependent query.

> Leverage LLMs to generate better rewritten query as training signals.

21



Conversational Query Rewriting

Selecting useful terms from historical context

> |dea: Context from the conversational history can be used to arrive at a better

expression of the current turn query [1].

Turn Query

1 who formed saosin?

2 when was the band founded?
3 what was their first album?

4 when was the album released?

resolved: when was saosin ’s first album released?

Relevant passage to turn #4: The original lineup for Saosin, consisting of
Burchell, Shekoski, Kennedy and Green, was formed in the summer of
2003. On June 17, the band released their first commercial production,
the EP Translating the Name.

[1] Query resolution for conversational search with limited supervision. Voskarides et al. SIGIR 2020.
22



Conversational Query Rewriting

Selecting useful terms from historical context
> Challenge: The token-level usefulness annotations are unavailable.
> [1,2,3] propose to generating token-level pseudo relevant labels and use them

to train a binary classifier or selector to select useful terms in the context.

Label - o o0 1 0o o o o o o o o 1 o - - - - - -
o o O o o)
Input g & 2 5 & & o 2 & F o & 5 £ 4 5 o s @
Sequence O = ,9‘5 s 5 § £ g @g § § 5 & § é’ § & £ § &
<
i - e
Turn #1 Turn #2 Turn #3 Turn #4 (current)

> The selected relevant terms could act as query expansion, but could be noisy.

[1] Query resolution for conversational search with limited supervision. Voskarides et al. SIGIR 2020.
[2] Multi-stage conversational passage retrieval: An approach to fusing term importance estimation and neural query rewriting. Lin et al. TOIS 2021.
[3] Contextualized Query Embeddings for Conversational Search. Lin et al. EMNLP 2021. 23



Conversational Query Rewriting

Rewriting context-dependent query to mimic human-rewritten one

>

Idea: [1,2,3,4] Train a generative rewriter via the pairs of context and rewrites.

Historical Context +
Current Query

Y

Rewriter Model

Y

-

Rewritten Query

Turn Conversational Queries

Q1  Tell me about the Bronze Age collapse.
Q2  What is the evidence for it?
Q3  What are some of the possible causes?

Manual Query Rewrites

)

Q;  What is the evidence for the Bronze Age collapse?
Q; ... the possible causes of the Bronze Age collapse?

> Cons: Cannot optimize with downstream search task and rely on manual labels.

[1] Few-shot generative conversational query rewriting. Yu et al. SIGIR 2020.
[2] Question rewriting for conversational question answering. Vakulenko et al. WSDM 2021.

[3] A Comparison of Question Rewriting Methods for Conversational Passage Retrieval. Vakulenko et al. ECIR 2021.
[4] Explicit query rewriting for conversational dense retrieval. Qian et al. EMNLP 2022.

24



Conversational Query Rewriting

Leveraging search task signals for rewriter model training

> ldea: [1,2,3,4] enhance the learning of rewriter with search task signals.
> Approach: Contain two optimization parts, query generation and search
signals in the training objective. The search signals could be formulated as

representation fine-tuning [3,4] or reinforcement learning [1,2].

Lrinat = Lg—gen + @ * Lgearcn

[1] CONQRR: Conversational Query Rewriting for Retrieval with Reinforcement Learning. Wu et al. EMNLP 2022.
[2] Reinforced Question Rewriting for Conversational Question Answering. Chen et al. EMNLP 2022.
[3] ConvGQR: Generative Query Reformulation for Conversational Search. Mo et al. ACL 2023.

[4] Search-Oriented Conversational Query Editing. Mao et al. ACL 2023. 25



Conversational Query Rewriting

Leveraging search task signals for rewriter model training

> Approach: The search signals could be formulated as representation

fine-tuning [3,4] or reinforcement learning [1,2].

Human Rewrite @

Dialogue
R L
Context —» MQ del — a —> Ly,
by ode Lor
~~~~~ s . Reward
< R Retriever R
‘\ q al r(qs' q)

-

> Pros: Optimizing query generation toward search task.

[1] CONQRR: Conversational Query Rewriting for Retrieval with Reinforcement Learning. Wu et al. EMNLP 2022.
[2] Reinforced Question Rewriting for Conversational Question Answering. Chen et al. EMNLP 2022.
[3] ConvGQR: Generative Query Reformulation for Conversational Search. Mo et al. ACL 2023.

[4] Search-Oriented Conversational Query Editing. Mao et al. ACL 2023. 26



Conversational Query Rewriting

Prompting LLMs to directly rewrite context-dependent query

> ldea: Leveraging LLMs’ conversation understanding and text generation

capacity to grasp users’ contextual search intent [1]. Context&Question
> Approach: Design prompts from various Intse:palr'g?egfﬁ\d )
(REW| [RTR] [RAR]

aspects [2,3] to generate query.

> LLMA4CS [1]: generate different types of queries

N | |

and then aggregate them E — iii
| R

[ Chte Enos s }

[1] Large Language Models Know Your Contextual Search Intent: A Prompting Framework for Conversational Search. Mao et al. EMNLP 2023.
[2] Enhancing Conversational Search: Large Language Model-Aided Informative Query Rewriting. Ye et al. EMNLP 2023.

[3] CHIQ: Contextual History Enhancement for Improving Query Rewriting in Conversational Search.. Mo et al. EMNLP 2024. 21



Conversational Query Rewriting

Prompting LLMs to directly rewrite context-dependent query
> Observation: LLM-based query rewriting could obtain much better results [1]
compared to SLM-based query rewriter [2,3].

> Limitations:
o High inference cost by calling LLMs (multiple times) for each query.

o The rewritten query might still contain noise and cannot generalize.

CAsT-19 CAsT-20 CAsT-21
MRR NDCG@3 R@100 | MRR NDCG@3 R@100 | MRR NDCG@3 R@100
T5QR 0.701  0.417 0.332 | 0.423 0.299 0.353 | 0.469 0.330 0.408
ConvGQR | 0.708  0.434 0.336 | 0.465 0.331 0.368 | 0.433 0.273 0.330
LLM4CS | 0.776'  0.515"7 03727 | 0.6157  0.4557  0.489" | 0.681" 04927  0.614

[1] Large Language Models Know Your Contextual Search Intent: A Prompting Framework for Conversational Search. Mao et al. EMNLP 2023
[2] Conversational question reformulation via sequence-to-sequence architectures and pretrained language models. Lin et al. arXiv 2020
[3] ConvGQR: Generative Query Reformulation for Conversational Search. Mo et al. ACL 2023. 28
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Conversational Query Rewriting

Leverage LLMs to generate better rewritten query as training signals

> Assumption: The human-rewritten query might be sub-optimal [1] as a

search query.
> Motivation: Leverage small LM for query rewriting to reduce latency.
> ldea: Use LLMs to generate better pseudo query with qualified signal (e.g.,

relevance judgment [2,3], search reward [4,5]) for model training, similar to

knowledge distillation from LLMs.

[1] ConvGQR: Generative Query Reformulation for Conversational Search. Mo et al. ACL 2023.

[2] IterCQR: Iterative Conversational Query Reformulation without Human Supervision. Jang et al. NAACL 2023.

[3] CHIQ: Contextual History Enhancement for Improving Query Rewriting in Conversational Search.. Mo et al. EMNLP 2024.

[4] ADACQR: Enhancing Query Reformulation for Conversational Search via Sparse and Dense Retrieval Alignment. Lai et al. COLING 2024.

[5] Adaptive Query Rewriting: Aligning Rewriters through Marginal Probability of Conversational Answers. Zhang et al. EMNLP 2024. 29



Conversational Query Rewriting

Leverage LLMs to generate better rewritten query as training signals

> Approach: [1] iteratively update training signals and model based on LLM

multi-rounds generated signals.

Iterative Model Update

- N & Train Data D I
Train Data D Previous Iteration n~— e B L Current Iteration
2 2 o 2
q1 pP1 - Qi Dj Model Mt—l Candidate /c} e ci Train Model Mt
\_ J Generation | *
q1 92 il | 1
o
% A v
Dense Retriever s REARS
Dense Retriever
! BRETE, ®
— g r (. 7)
Dense Passage Embeddings Vl)iernrse Cap!iic:!gpe Embeddi!lgs )
(PP P ) Iteration t afglt - igl
| [

[1] IterCQR: Iterative Conversational Query Reformulation without Human Supervision. Jang et al. NAACL 2023.
30



Conversational Query Rewriting

Summary of CQR paradigm:
> Pros: Can re-use any existing retrievers and has good interpretability with
explicit rewritten query.
> Cons: Cannot directly optimize with downstream search task and the rewriter
model training rely on available annotations as supervision signals.
> Open question:
o Does LLM already solve conversational query rewriting?
o How to deal with instruction-following style long query in LLM era?

31
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Conversational Dense Retrieval

Conversational dense retrieval methodologies in literature:
> Explicit and implicit context denoising

> Data augmentation for query-documents relevance judgments

> Leveraging more conversational signals for dense retrieval training
>

Generative LLM-based conversational dense retrieval

33



Conversational Dense Retrieval

Assumption: Not all historical turn are relevant for the current turn search [1,2].
Explicit context denoising

> |dea: First developing some mechanisms to identify the useful/relevant
historical context and then use the context to enhance dense retrieval [1,2].

Implicit context denoising

> |dea: Enable the dense retriever to implicitly identify and pay less attention to

noisy/irrelevant historical context [3,4].

[1] Curriculum contrastive context denoising for few-shot conversational dense retrieval. Mao et al. SIGIR 2022.

[2] Learning to relate to previous turns in conversational search. Mo et al. SIGKDD 2023.

[3] Learning denoised and interpretable session representation for conversational search. Mao et al. WWW 2023..

[4] History-aware conversational dense retrieval.. Mo et al. ACL 2024. 34



Conversational Dense Retrieval

Explicit and implicit context denoising
> Key challenge: Turn relevance annotation is unavailable.

> Human-annotated turn relevance based on topic information [1].

. g,: What is the climate like in Utah? |NT:
> Cons @ //' MR: What is the climate like in Utah?| -
{ The climate of Utah is...
o Judgments are subjective. \ | 9z How doesSalt Lake City differ? | yr, m

7 MR: How does the climate of Salt Lake a9,

/’/ City differ from Utah overall?
o Cannot scaling-up. /i ..Salt Lake City by

| ‘\ extensive ...

Il \ | g3 What is its main economic activity? | N 'Iﬁl'

| M| MR: What is the main economic activity | g,

| 24 of Salt Lake City?

'| ,’ The economy of Salt ...

\\Il service-oriented...

! | I
A NT:

q,: What was the impact of the 2002 games?
N\ MR: What was the impact of the 2002 Olympic

winter games on the economy of Salt Lake City?

q,,93

35
[1] Curriculum contrastive context denoising for few-shot conversational dense retrieval. Mao et al. SIGIR 2022.



Conversational Dense Retrieval

Explicit and implicit context denoising

> [1,2] conducts pseudo labeling for the context based on the impact on retrieval
results of a candidate turn or term, which is used to expand the query.
> Example: If Score(q,) < Score(qn * q;), we assume ¢; is relevant to qn.

< The Evil Queen.. O\

® /’{ Q1: What Disney movie is the Evil Queen from?

{ Walt Disney /
I “~.__ Productions’ film... -~
Il —
H \ ( )
® ){ Q2: What is this movie about? ] T .
[1 l\ / ~ A story about a TN
] ; Human: [] lonely princess
I\ Rel. judge forQ2  pachine: Q1] \\\ Snow White ...

L1y \\j"/é

® ){ Q3: Who are the main characters from this mowe'7}
\l /

v/ " SnowWhite,the

\l ; Human: [Q2] f
\ Rel. judge for Q3 Machine: [Q1] (\ Seven Dwarfs, a
\ - Huntsman ...

— Ty

)
//
=__ ,/’
\ . \\‘\\4 et
® ‘{ Q4: What are the names of the dwarves? ] | : 2 l

Human: [Q2, Q3]
Machine: [Q1, Q3]

Rel. judge for Q4

[1] Learning to relate to previous turns in conversational search. Mo et al. SIGKDD 2023.

[2] History-aware conversational dense retrieval.. Mo et al. ACL 2024.

40
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Conversational Dense Retrieval

Data augmentation for query-documents relevance judgments

> ldea: Generating more query-document relevance judgments to address the data
scarcity issue [1,2] — conversational search systems are not widely deployed.
> Key challenge:
o The conversation session should be consistent and aligned with
query-documents relevance judgments [2,3].

o The distribution between generated data and evaluated benchmark [4].

[1
[2
[3
[4

Dialog inpainting: Turning documents into dialogs. Dai et al. ICML 2022.

Convtrans: Transforming web search sessions for conversational dense retrieval. Mao et al. EMNLP 2022,
ConvSDG: Session Data Generation for Conversational Search. Mo et al. WWW 2024 @LLM4IR.
Generalizing conversational dense retrieval via lim-cognition data augmentation. Chen et al. ACL 2024.

—_— e — —
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Conversational Dense Retrieval

Data augmentation for query-documents relevance judgments

> Solutions for generating conversational search session:
o From documents to simulate a user-system interaction [1].
o From session search data to reuse relevance judgments [2].
o From existing conversational search session by rewriting each turn [3].

o From existing conversational search session to enhance diversity [4].

1] Dialog inpainting: Turning documents into dialogs. Dai et al. ICML 2022.

2] Convtrans: Transforming web search sessions for conversational dense retrieval. Mao et al. EMNLP 2022.
3] ConvSDG: Session Data Generation for Conversational Search. Mo et al. WWW 2024 @LLMA4IR.

4] Generalizing conversational dense retrieval via lim-cognition data augmentation. Chen et al. ACL 2024.

—r———
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Conversational Dense Retrieval

Simulation from a passage [1] Transfer from session search [2] Rewrite from existing data [3]

Article: Freshman 15 o
. Search Session Example Generated Augmented Query

In parental-supervised diets, students also usually ingest the proper
proportion of foods from the different dietary groups; once removed

from the parental dinner table, many college students do not eat enough
fruits, vegetables, and dairy products. This is because when students go Weh- 1113 am » 1 11 2 3
off to college, they face an independence that they usually have not AL WIlh Shakespe arc ql > What IS a phySlCIan S aSSIStant?
experienced before. Research has shown that over 60 percent of college C Wh 5 W]_ll S h ak 9
. / o7
students commonly ingest sugary and fatty foods like chocolate and onyv: 018 1am espeare { ql . What dOCS the term "phySIClan's

potato chips over fruits and vegetables.

Intent: William Shakespeare assistant" mean?

Wittex ] . Imagined Reader o
' I'm an automated assistant. | can tell you! P
| aboutFreshmanis. | e I q12: How much longer does it take to
P Web: 1am espear ms .
R 4 ek in o Loy i become a doctor after being an NP?

Conv : Can you show some his poems? g;,: How much additional time is
required to become a physician after

| In parental-supervised diets, students also |

lly i t th rtion ... .
Y NS R PR P Intent: William Shakespeare poems
@ / What is the cause of this? . oy 9
o D—— becoming a nurse practitioner (NP)?
This is because when students go |
\off to college, they face an independence . ..;‘ »\\“‘ "‘h' When WS wrote hamlet
4 Do people tend to eat healthier or 7
® less healthy when they areaway | (Cony : When he wrote hamlet?
from home? 5 £
/Research has shown that over 60 percent of | Intent: Hamlet'sﬁnished time
- cpllage studean commonly ingest -
@ v
[1] Dialog inpainting: Turning documents into dialogs. Dai et al. ICML 2022.
39

[2] Convtrans: Transforming web search sessions for conversational dense retrieval. Mao et al. EMNLP 2022.
[3] ConvSDG: Session Data Generation for Conversational Search. Mo et al. WWW 2024 @LLM4IR.
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Conversational Dense Retrieval

Leveraging more conversational signals for dense retrieval training

> ldea: Using additional signal mined from conversational scenarios for dense
retriever training, e.g., rewritten query, conversational hard negatives.

> [1,3] leverage rewritten query and relevance judgment for model training.
exp (¢ - dy)
exp (g3 - d) + X 4-epexp (g5 - dn)

L=—log + MSE(q;, q,,)

> [2,4] mine additional hard negatives from historical turns as contrastive samples.
o From conversational query rewriting model [2]

o From irrelevant historical turns’ positive documents [4]

[1] Few-shot conversational dense retrieval. Yu et al. SIGIR 2021.
[2] Saving dense retriever from shortcut dependency in conversational Search. Kim et al. EMNLP 2022.
[3] Aligning Query Representation with Rewritten Query and Relevance Judgments in Conversational Search. Mo et al. CIKM 2024.

[4] History-aware conversational dense retrieval.. Mo et al. ACL 2024. 40
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Conversational Dense Retrieval

Generative LLM-based conversational dense retrieval

> ldea: Using the powerful LLM with high capacity to facilitate conversational
dense retriever fine-tuning.

> [1,4] leverage the semantic feature distilled from LLM to improve the
conversational dense retriever fine-tuning based on small language models.

> [2,3] use LLM as backbone to fine-tune for retrieval and conversation tasks.

[1] InstructoR: Instructing Unsupervised Conversational Dense Retrieval with Large Language Models. Jin et al. EMNLP 2023.

[2] ChatRetriever: Adapting Large Language Models for Generalized and Robust Conversational Dense Retrieval. Mao et al. EMNLP 2024.

[3] UniConv: Unifying Retrieval and Response Generation for Large Language Models in Conversations. Mo et al. ACL 2025.

[4] DiSCo: LLM Knowledge Distillation for Efficient Sparse Retrieval in Conversational Search. Lupart et al. SIGIR 2025. 41
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https://scholar.google.com/citations?view_op=view_citation&hl=en&user=gJQMnv8AAAAJ&sortby=pubdate&citation_for_view=gJQMnv8AAAAJ:eQOLeE2rZwMC

Conversational Dense Retrieval

Generative LLM-based conversational dense retrieval

Distill features from LLM [1] Use LLM as backbone to fine-tune for retrieval and conversation tasks [2]
Large
% Language
Model Contrastive Ranking Loss
vCalculate
Relevance
SEGEs |0.01|0.55|0.12 0.02| |0.l4|

Instructing v : C ChatRetriever §> ( ChatRetriever ﬁ)

Riétfieve Top-K 3951)9115(3 (R2):
b Retriever P Freezing happens when the
assages W I T f i f '
molecules, ..., a solid crystal. [R2] <EMB_1> <EMB_2> <EMB._3>

A

I
I

. A Training Sample Session Response
Conversation Passage
Data Collection o
: o More details in Part Il

[1] InstructoR: Instructing Unsupervised Conversational Dense Retrieval with Large Language Models. Jin et al. EMNLP 2023.
[2] ChatRetriever: Adapting Large Language Models for Generalized and Robust Conversational Dense Retrieval. Mao et al. EMNLP 2024. 42
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Conversational Dense Retrieval

Summary:

> Pros: Direct optimize with conversational session to obtain representation.

> Cons: Data scarcity problem and de-noising requirement for the input context.

> Open question:
o How to improve efficiency and generalizability?

o How to mine more conversational signals for better representation?
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Mixed Initiatives
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Mixed Initiatives

e \What is mixed initiative?

O

User and system can both take the initiative at different times in a
conversation [1]

System can take the initiative to ask clarifying questions, elicit user
preferences, ask for feedback, provide suggestions

User satisfaction has been reported to increase when prompted with
system-initiatives, e.g., clarifications [2]

O ( dinosaur Q]
.

EWj] A(r)% gu looking for dinosaur

H Yes, if they contain pictures of all
W/ the different kinds of dinosaurs.
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Mixed Initiatives

e Scope for mixed initiatives
o What
m Clarifying question selection/generation
m Conversation contextualisation/interest anticipation
o When
m Clarification need prediction
m System initiative prediction
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Mixed Initiatives

e Scope for mixed initiatives
o What
m Clarifying question selection/generation
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Mixed Initiatives

e Clarifying question selection
o [1] releases the Qulac dataset, where each query is associated with a set
of human-generated questions
m Retrieve a set of questions for a given query, and then select the
best question by a BERT-based model (NeuQS)
m Adding selected question improves document retrieval quality
o [2] releases a larger dataset, ClariQ

Qulac-T Dataset

Method
MRR P@1 nDCG@1 nDCG@5 nDCG@20

OriginalQuery 0.2715 0.1842 0.1381 0.1451 0.1470
o-QPP 0.3570 0.2548 0.1960 0.1938 0.1812
LambdaMART 0.3558 0.2537 0.1945 0.1940 0.1796
RankNet 0.3573 0.2562 0.1979 0.1943 0.1804
NeuQS 0.3625* 0.2664" 0.2064"  0.2013* 0.1862"
WorstQuestion  0.2479  0.1451 0.1075 0.1402 0.1483
BestQuestion 0.4673 0.3815 0.3031 0.2410 0.2077
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Mixed Initiatives

e Clarifying question generation
o Selecting clarifying questions from a human-generated question set does
not generalize well in real-world scenarios; training data is scarce
o [1] learns to generate clarifying questions
m Mine question templates from query reformulation data from Bing
m Generate training data by selecting and filling out question templates
m Train a sequence-to-sequence model on the data

(1) What do you want to know about QUERY?

(2) What do you want to know about this QUERY_ENTITY_TYPE?
(3) What ASPECT_ENTITY_TYPE are you looking for?

(4) Whom are you looking for?

(5) Who are you shopping for?
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Mixed Initiatives

e Clarifying question generation
o [1,2] finetunes BART, while [3] fine-tunes GPT-2
o [3] argues that more semantic guidance is needed
m Fine-tine GPT-2 conditioned on a facet and the user query
e facet [SEP] user query [BOS] —clarifying question [EOS]
o [4] extracts facets from documents retrieved by the user query

Initial request Tell me about kiwi

Facet terms information fruit biology bird

Template-based  Are you interested in information fruit? Are you interested in biology bird?
Q-GPT (only query)Are you looking for kiwi clothing? Are you looking for kiwi reviews?

QF-GPT (+facet)  Are you interested in kiwi fruit? Are you interested in kiwi birds?
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Mixed Initiatives

e Clarifying question generation
o Heavily relies on human-annotated data; open-ended generation often
yields non-clarifying text, and ignores given facets
o [1] uses GPT-2 for zero-shot clarifying question generation
m Template-initiated generation: use clarifying question templates as
the starting text of the generation

m Facet-constrained generation: use facet words as constraints during
generation decoding

Templates Generated clarifying question
would you like to would you like to [take pictures of]
do you want to do you want to [see pictures of them]
are you interested in are you interested in [taking pictures of them]
are you looking for are you looking for [pictures of South Africa]

For the query "I am looking for information about South Africa."
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Mixed Initiatives

e Clarifying question generation
o [1,2] use LLMs with better capabilities
m  Apply few-shot [1,2] and chain-of-thought (CoT) prompting [1,2] to
improve performance

Few-shot w/ CoT: Given a query, answer the question or ask a clarifying question. The response
should start with "The answer is" or "The clarifying question is".

Question: Who played michael myers in rob zombie’s movie?

Output: In Rob Zombie’s "Halloween" films, the role of Michael Myers was primarily played by Tyler
Mane. Mane portrayed the iconic horror character in both Rob Zombie’s "Halloween" (2007) and its
sequel, "Halloween II" (2009). Therefore, the question is not ambiguous. The answer is Tyler Mane.

Question: Give me some Mother’s Day gift ideas.

Output: there could be underlying ambiguities depending on the interests of the specific mother in
question, the budget, and the giver’s relationship to the mother. Without this context, a broad range of
ideas could be considered appropriate. Therefore, the question is ambiguous. The clarifying question
is: What are the interests or hobbies of the mother, and is there a particular budget range for the gift?

Question: <Question>
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Mixed Initiatives

e Clarifying question generation
o Previous work with CoT prompting overlooks clarification-specific aspects
o [1] Integrates ambiguity types in CoT prompting to improve clarifying
question generation

Ambiguity Type Definition

Semantic The query is semantically ambiguous for several com-
mon reasons: it may include homonyms; a word in the
query may refer to a specific entity while also function-
ing as a common word; or an entity mentioned in the
query could refer to multiple distinct entities.

Generalize The query focuses on specific information; however, a
broader, closely related query might better capture the
user’s true information needs.

Specify The query has a clear focus but may encompass too
broad a research scope. It is possible to further narrow
down this scope by providing more specific information
related to the query.
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Mixed Initiatives

e Clarifying question generation

O

©)

Previous work with CoT prompting overlooks clarification-specific aspects
[1] Integrates ambiguity types in CoT prompting to improve clarifying
question generation

Given a query in an information-seeking system, generate a clarifying question that you
think is most appropriate to gain a better understanding of the user’s intent. The ambiguity
of a query can be multifaceted, and there are multiple possible ambiguity types:

<AT definitions>

Before generating the clarifying question, provide a textual explanation of your reasoning
about which types of ambiguity apply to the given query. Based on these ambiguity types,
describe how you plan to clarify the original query.

<query>
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Mixed Initiatives

e Scope for mixed initiatives
o What

m Conversation contextualisation/interest anticipation
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Mixed Initiatives

e Conversation contextualisation/interest anticipation

o [1,2] release datasets targeting:

m Conversation contextualisation

m Interest anticipation

Conversation contextualisation

Conversational history
| really have to disagree with adding sugar to pancakes... The
sweetness comes from the toppings! but it's also nice to do one
or two savory with cheese and salami/bacon.

Current user utterance

ﬂ Cheese and ketchup is a good one too. If you want savoury have

a Staffs oatcake

User might formulate a query: “What is a Staffs oatcake?”

Document
A Staffordshire oatcake is a type of savoury

Interest anticipation

Conversational history

| really have to disagree with adding sugar to pancakes... The
sweetness comes from the toppings! but it's also nice to do one

or two savory with cheese and salami/bacon.

User might formulate a query: “What pancakes are savoury?”

4 Document
s A Staffordshire oatcake is a type of savoury

» Ppancake made from oatmeal, flour and yeast...

pancake made from oatmeal, flour and yeast...
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Mixed Initiatives

e Conversation contextualisation/interest anticipation
o Feed raw conversational context to neural retrievers pre-trained on ad-hoc
search data
m Limitation: Input gap between ad-hoc pre-training and inference [1]
o Further fine-tunes ad-hoc neural retrievers on conversational data
m Limitation: Input gap between ad-hoc pre-training and fine-tuning [1]

-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

. Ad-hoc pre-training ! Inference/fine-tuning
... it's also nice to do one or two savory
What is a Staffs oatcake? R q with cheese and salami/bacon. Cheese R Q
11 and ketchup is a good one too. If you
Ad-hoc query want savoury have a Staffs oatcake i
Ad-hoc retriever i Ad-hoc retriever |

Conversational context

58



Mixed Initiatives

e C(Conversation contextualisation/interest anticipation
o [1] proposes Conv2Query
m [ransforms conversational context into ad-hoc queries, which are
used to
e Query off-the-shelf ad-hoc retrievers
e Further fine-tune ad-hoc retrievers

' ... it's also nice to do one or two savory

o . N

: with cheese ?nd salami/bacon. Cheese What | 2 Staffordshite oatcake?

. and ketchup is a good one too. If you

' want savoury have a Staffs oatcake 5
Conversational context Conv2Query Ad-hoc query Ad-hoc retriever (?:;f:gshlre !

59



Mixed Initiatives

e Scope for mixed initiatives

o When
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Mixed Initiatives

e \Why timing matters in taking initiative
o Initiative-taking carries the risk of offending or overwhelming users, which
can lower the overall user experience [1,2]

Weather in Padua? ——»¢3]¢ Are you looking for today’s weather or
a weekly forecast?

system
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Mixed Initiatives

e Scope for mixed initiatives

o When
m Clarification need prediction
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Mixed Initiatives

e Clarification need prediction
o [1,2,3] fine-tune pre-trained language models on human-annotated data
m E.g., given the user query, [1] fine-tunes a model to output 1 (no
need for clarification) to 4 (clarification is necessary)

Model Precision Recall F1-Measure MSE
dev  0.6039 0.5600 0.5551 0.6200
RoBERTa-based ' 5081  0.6557  0.6070  0.5409
BART dev  0.7008  0.7000 0.6976 0.5200
test 0.4813 04754 0.4756 0.7705
BERT-based dev  0.5218  0.4800 0.5000 0.8200

test  0.3931  0.4918 0.4253 0.6557

Results from [1] on clarification need prediction using ClariQ
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Mixed Initiatives

e Clarification need prediction
o Existing studies rely on small-scale and costly human-annotated data
o [1] proposes an unsupervised method, assuming that less ambiguous
qgueries retrieve more coherent results
m It builds a graph from retrieved items using context similarity, and
uses graph connectivity as an ambiguity signal

Tell me about defender Tell me information about computer programming Find me beef stroganoff recipe Find me more information about baldness cure
/@, .®
e
[ =g . / /”, /
".~,_ - »./ /
[ X35 LAY
ﬁg",o'*" tre ’
P
° o ‘e
Clarifying question is required No clarifying question is needed
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Mixed Initiatives

e Clarification need prediction
o Without using any human-annotated data, [1,2] train a model by
reinforcement learning (RL), with rewards from a rule-based simulator

Initial Query

Conversation /+

N

=

[ _—

| Rasiilt CIanfy}ng

: Ranker/Generator Question
prm— Ranker/Generator | oqtion Relevant Irrelevant
Model !

Answer | Answer Reciprocal Rank

{ User’s Reply / ASk rcq pcq

| Policy table from [1,2]

\
I

I

I

I

|

I

} Model
I

I

I

|

I

/

' Clarifying
| 3 Questions
N

Risk Control
Return Res Model
to Users

Bad|Question
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Mixed Initiatives

e Clarification need prediction
o [1,2] use few-shot and CoT prompting
m Model clarification need prediction, clarifying question generation
and answer generation jointly [1,2]

Few-shot w/ CoT: Given a query, answer the question or ask a clarifying question. The response
should start with "The answer is" or "The clarifying question is".

Question: Who played michael myers in rob zombie’s movie?

Output: In Rob Zombie’s "Halloween" films, the role of Michael Myers was primarily played by Tyler
Mane. Mane portrayed the iconic horror character in both Rob Zombie’s "Halloween" (2007) and its
sequel, "Halloween II" (2009). Therefore, the question is not ambiguous. The answer is Tyler Mane.

Question: Give me some Mother’s Day gift ideas.

Output: there could be underlying ambiguities depending on the interests of the specific mother in
question, the budget, and the giver’s relationship to the mother. Without this context, a broad range of
ideas could be considered appropriate. Therefore, the question is ambiguous. The clarifying question
is: What are the interests or hobbies of the mother, and is there a particular budget range for the gift?

Question: <Question>
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Mixed Initiatives

e Clarification need prediction

©)

LLMs are inefficient, and training smaller models still relies on costly
human-annotated data
[1] uses LLMs to generate pseudo data, and train efficient models (e.g.,
BERT) on the generated data
m Propose counterfactual query generation mechanism, which is more
effective than seperate generation
e Efficient models trained on pseudo data outperform
zero-shot/few-shot LLMs

Counterfactual query generation:
Given a topic and information

need, instruct LLMs generate a 5le Q train @
specific query (without needing @ \
clarification), and subsequently LLM Pseudo data Efficient model

generate an ambiguous query
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Mixed Initiatives

e Scope for mixed initiatives

o When

m System initiative prediction
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Mixed Initiatives

e System initiative prediction (SIP)
o Existing studies take a narrow view of system initiative, focusing mainly
on clarification and ignoring other actions [1]

CQ IR RCHEEE RVEEE RQEE FQEE OQ
WISE - 1
MSDialog A S .
0% 20I% 4(;% 66% 8(;% 106%
* CQ: clarifying question * 0Q: original question
* IR: information request * RQ: repeat question
* RV:revise * FQ: Follow-up question

* RC: recommendation

69



Mixed Initiatives

e System initiative prediction (SIP)
o Directly predicting a system action from a large action space is
challenging [1]
Clarification

Preference elicitation

_ [C Ask feedback
? ) :\% ¢ —> Answer
Query Action prediction Refusal

Say “l don’t know”
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Mixed Initiatives

e System initiative prediction (SIP)
o [1] proposes SIP
m Model SIP and action prediction into sequential steps
m SIP-aware action prediction leads to improved effectiveness

Clarification
;C Preference elicitation
Take initiative >() | C
\C Ask feedback
Action prediction
Answer
> Leave initiative Refusal

to user

Say “I don’t know”
Query System initiative Action prediction
prediction
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Mixed Initiatives

e System initiative prediction (SIP)

o [1]'s empirical analysis reveals structural dependencies in SIP:

m System is more likely to take the initiative immediately after the user has taken

the initiative in a conversation
m System is less likely to take the initiative once again if the system has already

taken the initiative before

o [1] models SIP with CRF, a probabilistic graphical method
m outperform LLMs and exhibit transparency

Methods M3Dialog; (%)
F1  Precision Recall Accuracy

LLaMA-7B  60.22 60.40 60.13 62.15
LLaMA-13B 62.54 62.73 63.21 62.99
LLaMA-33B 58.11 58.24 58.53 58.76
LLaMA-65B 55.30 62.33 60.44 55.93
BERT 60.17 60.25 60.12 61.86
Ours 65.37 65.79 65.19 67.23*
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Discussions
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Overview

Part ll: Emerging Topics in the LLM Era
e Conversational search with LLM-based generation
e Personalized conversational search
e Automatic evaluation for conversational search
e Agentic conversational search
e Conclusions and future directions

e Discussion
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What are the new features of conversational

search in the era of LLM?
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Conversational Search in the LLM Era

User behaviour for information-seeking shift in the LLM Era:

> Interact with LLM application via natural language (Context Modeling)
> Refine their information needs (Query rewriting and Mix-initiative)

New features:

> Expect to get (customized) final response instead of browsing websites

> Most of the users have no idea about the used applications based on generative
models and cannot distinguish them with search engine (Truthfulness).

> Interactive information accessing provides more context and user information.

> Etc.
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Conversational Search in the LLM Era

User behaviour for information-seeking shift in the LLM Era:

> Interaction with LLM application via natural language (Context Modeling)

Ne Question: How should the goals and paradigms of

> conversational search shift correspondingly in the LLM era?

\_ /ls

and distinguish them with search engine (Truthfulness).

> Interactive information accessing provides more context and user information.

> Etc.
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Generating Response in Conversational Search

Conversational retrieval-augmented generation (RAG)

> Single turn RAG v.s. Conversational (Multi-turn) RAG
> Leveraging historical information for conversational RAG

> Integrating search model with LLMs in conversations
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Generating Response in Conversational Search

Single turn RAG [1]

>

>

Trend: LLMs can direct reply users’ question with their parametric knowledge.
Challenge: LLMs would still generate plausible but incorrect responses for
some given queries when their internal knowledge is out-of-date.

Goal: Incorporate the retrieved up-to-date information for generation.

Paradigm: Generate response for a query on top of retrieved information.

|

World Cup take place Cup took place in Qatar.

. : 12 k .
g: Where is 2022 ?J e |8 & - &l (orerawer [r. The 2022 FIFA World ]

[1] Retrieval-augmented generation for knowledge-intensive nlp tasks. Lewis et al. NIPS 2020.
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Generating Response in Conversational Search

Single turn RAG [1] v.s. Conversational (Multi-turn) RAG [2]
> Feature: More available information beyond query-response pairs.
> Existing paradigm: Convert multi-turn into single-turn.

> Question: Could we improve the system performance by multi-turn information?

Convert to single-turn RAG pipeline | Information in multi-turn scenario for RAG

___________________________________________________ |

: : o —

' [g4: Where is 2022 World q2: Who plays the | ! I - B T ne |

! Cup take p|ace? first game? ! : qq: Where is 2022 World i 1 : Tf: The 2022 FIFA World

: : | Cup take place? ! E] E] E] . | Cup took place in Qatar.

| [ry:The 2022 FIFAWorld | [75:Betweenhost | | | | E

' | Cup took place in Qatar. Qatar and Ecuador. | : qu: Who plays the first . 1 2Pk | r;: Between host Qatar

Lo Y PPN, oI TT T VTP S ! game? EE-E ' |and Ecuador.

$ W e N

qn: Does Argentina get w : Turn Dependency Historical Retrieved P

the world cup first time? - 1 2P k|| (AN R S IR )

_____________________ Qa o Q! Does the winner get the | | ,. LB L i No. Argentinawin |
! cup first time? E] @ i o C
|
[

( SRR ‘
Sher i work Cup. |
| their third World Cup. | Lonerator

e e e

[1] Retrieval-augmented generation for knowledge-intensive nlp tasks. Lewis et al. NIPS 2020. 82
[2] CORAL: Benchmarking Multi-turn Conversational Retrieval-Augmentation Generation. Cheng et al. NAACL 2024.



Generating Response in Conversational Search

Conversational retrieval-augmented generation (RAG)

> Leveraging historical information for conversational RAG
o ldea: The historical information (not limited to query-response pairs)
could enhance the effectiveness [1,3], efficiency [2], and truthfulness [1]

of the current turn RAG.

[1] CORAL: Benchmarking Multi-turn Conversational Retrieval-Augmentation Generation. Cheng et al. NAACL 2024.
[2] Learning When to Retrieve, What to Rewrite, and How to Respond in Conversational QA. Roy et al. EMNLP 2024.

[3] Conv-CoA: Improving Open-domain Question Answering in Large Language Models via Conversational Chain-of-Action. Pan 2024. 83



Generating Response in Conversational Search

Leveraging Historical Information for conversational RAG

> Effectiveness and truthfulness in conversational RAG

0O [1 ] pro po sSes a convers atl on al Question3: Who received the Governors Award and why were they chosen?

Response3: The Governors Award was presented to Tyler Perry and the Perry Foundation “in
recognition of their unparalleled contributions to shaping the television medium” and for their
R AG be n Ch ma rk Wlth “inclusion, engagement, employment and other philanthropic initiatives”.[65233][65234]
The award was moved to the main telecast from its usual presentation at the Creative Arts
Emmys.[65235]
p ass age retrieval, response Golden Retrif:val Passage 'IDs: 65233, 65234, 65235 o
Golden Rewrite: Who received the Governors Award at the 72nd Primetime Emmy Awards
and for what reasons?

genel’athn and C|tat|on URL: https://en.wikipedia.org/wiki/72nd_Primetime_Emmy_Awards
)
. . Question10: Who performed during the in Memoriam Segment, and which notable figures
|abe||ng grOundIng on were mentioned?

Responsel0: The annual in Memoriam Segment featured H.E.R. performing “Nothing
Compares 2 U” on piano and electric guitar .[65284][65285]. ..

p as Sag e I D S. Golden Retrieval Passage IDs: 65284, 65285, 65286, 65287
Golden Rewrite: Who performed during the in Memoriam Segment at the 72nd Primetime
Emmy Awards, and which notable figures were mentioned?
URL: https://en.wikipedia.org/wiki/72nd_Primetime_Emmy_Awards

[1] CORAL: Benchmarking Multi-turn Conversational Retrieval-Augmentation Generation. Cheng et al. NAACL 2024. 84



Generating Response in Conversational Search

Conversational retrieval-augmented generation (RAG)

> Leveraging historical information for efficient conversational RAG

O Idea: RGdUClng the System Z Z \\ Yes Pink Floyd were founded in
(" Who are the founding members of »Retrieval? »| 1965 by Syd Barrett (guitar,
Pink Floyd? lead vocals), Nick

latency by judging whether the TS o e
/,r/ Pink Floyd were founded in 1965 and the N and Richard Wright

. et o s )+ | Reybourds,uocal). Under
b itar, Is and Richard Wright - T Tship, Y
required passages have already R { released two hit singles,

— T\ "Arnold Layne" and "See

__—— Emily Play", and the
i i i o successful debut album The
been retrieved in history before wwmmsmenietmenmanne ) AN xo | peeesidbi
Y = / Dawn (1967). The guitarist

. . . - and vocalist David
N R Gilmour joined in Decemb
calling retriever for searching [1]. s cwnmmsssace Silmoaonciin Decalex
deteriorating mental health (/ 1968 due to deteriorating
e mental health.

o Challenge: When to retrieve?

[1] Learning When to Retrieve, What to Rewrite, and How to Respond in Conversational QA. Roy et al. EMNLP 2024.
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Generating Response in Conversational Search

Conversational retrieval-augmented generation (RAG)

> Leveraging historical information for conversational RAG

o ldea: [1] maintain a contextual set from history to answer later turns.

First Round 1. Whatis | Knowledge- | 1. Bitcoint is Second Round 1. Whatis = Knowledge- 1.ETHis

BTC retrieval XXXX ETH encoding XXXX

Is now good to
buy bitcoin?

‘ Is bitcoin better

Web- ‘ 2. Recent is than ETH? [=m b

'recent price of | Web-querying

2. what is

: 2.ETHis
recent price

querying XXXX XXXX
of BTC ‘ ETH
o )R8 p O Cad—— oo
3. What's - 3. What's .
recent BTC lY:e?;] ‘ - )?;)‘2')5( i recent news  Web-querying 2.XEX1;(F)’(IS
news () giening | about ETH
v ‘ v , ;
| Final Answer: Yes —_ f/FinaI Answer: No “\
@_> , Inject { 7 iect
1 ] njec
Initial Update
A \ 4

Contaxual Round1: Is it good ..? Sub1: What ...? Bitcoin is XXX Sub2. What... ? Recent is XXX
Knowledge Set Sub3. What... ? News is XXXX Answer1: Yes

[1] Conv-CoA: Improving Open-domain Question Answering in Large Language Models via Conversational Chain-of-Action. Pan 2024. 86




Generating Response in Conversational Search

Integrating search model with LLMs in conversations

. Retri
> An unified model can reduce model (e.g.,ﬁp{fvneégm) Rerank (f::;zie
. . Top-N Docs Top-N Docs Top-K Docs
maintenance cost [1] and risk of m m m
1. = 1. |=] 0.73 1. |=] 0.94
discrepancy (e.g., the utilization of the 2.l T 2[E 04— 2[5 0n—
search results for generation [2]). = R 063
N. = N. j 0.57 «— Relevance scores

> The intrinsic knowledge of LLMs could be
used for ranking and response generation

via a unified model [1].

[1] RankRAG: Unifying Context Ranking with Retrieval-Augmented Generation in LLMs. Yu et al. NIPS 2024.
[2] Evaluating Retrieval Quality in Retrieval-Augmented Generation.Salemi et al. SIGIR 2024. 87



Generating Response in Conversational Search

Integrating search model with LLM by developing unified model

> SLM (e.g., BERT) as retriever [1] v.s. LLM (e.g., LLaMA) as retriever [2].

BERT-based LLM-based
[CLS] This is a Sentence This is a Sentence| [EOS]
Sentence Sentence
Representation Representation

> The success of LLM-based retriever [2] shows the feasibility for adapting it to

conversational scenarios [3].

[1] Dense Passage Retrieval for Open-Domain Question Answering. Karpukhin et al. EMNLP 2020.
[2] Fine-tuning llama for multi-stage text retrieval. Ma et al. SIGIR 2024

[3] ChatRetriever: Adapting Large Language Models for Generalized and Robust Conversational Dense Retrieval. Mao et al. EMNLP 2024. 88
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https://scholar.google.com/citations?view_op=view_citation&hl=en&user=AqsGXGkAAAAJ&citation_for_view=AqsGXGkAAAAJ:roLk4NBRz8UC

Generating Response in Conversational Search

Search model integrated with LLM by a unified model in conversations
> Three crucial abilities: conversational understanding, retrieval, generation.
> [1,2,3] unify a retriever/re-ranker with a generator by accommodating the

training objective to keep the retrieval/ranking and response generation ability.

System Conv. Ret. Gen Positive |[ Negative Response
Sample p+}|Sample p,-J Ground-truth r,*

RepLLaMA (Ma et al., 2024) X v X : S '

ES (Wang et al., 2024) X v X Contrastive L Generative Lg

ChatRetriever (Mao et al., 2024a) v v X

RankRAG (Yu et al., 2024) £ o

ChatQA (Liu et al., 2024) VAR S

GRIT (Muennighoff et al., 2024) X i

UniConv (Mo et al., 2025b) VI B n ... a1 Q1

[1] RankRAG: Unifying Context Ranking with Retrieval-Augmented Generation in LLMs. Yu et al. NIPS 2024.
[2] OneGen: Efficient One-Pass Unified Generation and Retrieval for LLMs. Zhang et al. EMNLP 2024.
[3] UniConv: Unifying Retrieval and Response Generation for Large Language Models in Conversations. Mo et al. ACL 2025. 89
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Generating Response in Conversational Search

Search model integrated with LLM by a unified model in conversations

> Key points: Maintain the generation ability and extend with the capability of

retrieval and search intent understanding in conversational sessions during

training [1].

Response Negative
Ground-truth r,*/|Response r,

)

. Contrastive Lc1t

LQn - 1ag 91 ”Pn*]

40

W
o

Metric Scores

[
2

0

N
2

TopiOCQA QReCC
50 FT SLM Ret.+Gen.
FT LLM Ret.+Gen.
LLM Ret.+FT Gen.
401 FT LLM Ret.+FT Gen.
271 w/. Retrieval (RAG)
= .
W&%
20
10
NDCG@3 F1 0 \NDCG@3 F1

[1] UniConv: Unifying Retrieval and Response Generation for Large Language Models in Conversations. Mo et al. ACL 2025.
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Generating Response in Conversational Search

Summary:

>

Conclusion: The useful information from historical turns can improve system

performance from different perspectives.
Key Challenge: Identify the useful information from super noisy history.
Open questions:
o How to better leverage historical information for conversational RAG?
o How to make the system more efficient with large models?

o How to evaluate the generated response (in conversational scenario)?

91



92



Personalized Conversational Search
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Personalized Conversational Search

> Goal: Satisfy users' complex information needs based on users' profiles and
preference through multi-turn interactions.

> Assumption: The same query turn from different users may correspond to
different search intents, thus yielding different results.

> User information: Profile, historical preference, click/interactive behaviour.

User profile

0{...

Oq . p
X Retrieval : Language q
model model

> General Paradigm:
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Personalized Conversational Search - TREC iKAT

Incorporating explicit user profile into query rewriting

> User profile in natural language format as Personal Text Knowledge Base [1,2].

> Sub-task: (1) PTKB selection, (2) Personalized retrieval in conversations.

PTKB 1: [ 1. I have bachelor degree of

computer science from Tilburg university 2 it Elmall . .
2. I live in the Netherlands TOpIC- Fmdmg a Umversn'ry

3. I worked as a web developer for 2 years

PTKB 2: [ 1. I cannot withestand the I .
temperature below -12 C I want to start my master s

2.1'm from the Netherlands . degree, can you help me with

3. I'm moving to Canada to study master \ finding a university?
4. T have bachelor degree of computer science N

[1]1 TREC iKAT 2023: The Interactive Knowledge Assistance Track Overview. Aliannejadi et al. TREC 2023. 95
[2] Conversational Gold: Evaluating Personalized Conversational Search System using Gold Nuggets. Abbasiantaeb et al. SIGIR 2025.


https://arxiv.org/search/cs?searchtype=author&query=Aliannejadi,+M
https://scholar.google.com/citations?view_op=view_citation&hl=fr&user=gJQMnv8AAAAJ&sortby=pubdate&citation_for_view=gJQMnv8AAAAJ:LkGwnXOMwfcC

Personalized Conversational Search

Incorporating explicit user profile into query rewriting

> |dea: Determine the relevant pieces from user profile for each query turn and
incorporate the selected information into query rewriting as user modeling.
> Key challenge: Not all turns require personalization (using user profile).
o Do I need a visa to travel to Egypt? (Require user information)

o What are the prices of Egyptian E-visa and on-arrival visa. (Not require)
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Personalized Conversational Search

Incorporating explicit user profile into query rewriting

> [1] analyze the potential discrepancies between human labeled relevant

pieces and the machine judged ones, when personalization is required.

B Overlap B Need PTKB Turns B Not Need PTKB Turns

Automatic _ | | | | | | |
ANCE ; ; ; ‘ ; ; : ;
BM25 ' z | | ; 5 s ! z

20 40 60 80 100 120
The numbers of query turn

140 160 176

o

97
[1] How to Leverage Personal Textual Knowledge for Personalized Conversational Information Retrieval. Mo et al. CIKM 2024.
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Personalized Conversational Search

Incorporating explicit user profile into query rewriting

> Observation [1]: If the personalization = Model Method MRR N@3 N@5 MAP
Evaluate on the whole test set (176 turns)

requirement is not determined well, e dLEE BiEE BIEE” BB

. . . . Use all 40.36 19.19 18.84 8.28
using all historical turns or the selection g Human 4165 1966 1946 882

Automatic  40.29 19.12 18.87 8.58

judged by LLMs will both hurt the LLM-STR 4153 1896  18.09 837
LLM-SAR 36.04 17.48 16.87 8.02
performance compared to without None 3247 1425 1373 568

Use all 33.64 15.30 15.09 6.13

. e Human 33.63 15.98 15.69 6.16
ersonalized query rewriting.

p q ry g ANCE Automatic 31.08 14.36 14.01 5.89

LLM-STR 32.37 15.05 14.02 5.72

LLM-SAR 31.76 14.78 15.12 5.47

[1] How to Leverage Personal Textual Knowledge for Personalized Conversational Information Retrieval. Mo et al. CIKM 2024. 98
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Personalized Conversational Search

Incorporating explicit user profile into query rewriting

> |ldea: Generating multiple queries with and without user information to cover

different aspects and aggregate them to improve retrieval [1].

... NY, Rutgers or Columbia Uni. —
I
Corpus
[Which one is the closest to me? ] User utterance —_—
Retrieval l
R L R e \
1 Which of the NYU, Columbia, and Rutgers Query Rewrite 4 3
| universities is the closest to Trento? : 4 @] Set of
e mmmmmmmmmmmmm—m——m——- - ] é;ﬂ Candidates
Travel distance between NYU and Trento. Reranking
Travel distance between Columbia University and Trento. l’

Travel distance between Rutgers University and Trento.

[1] Generating Multi-Aspect Queries for Conversational Search. Abbasiantaeb et al. arXiv 2024.
99
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Personalized Conversational Search

Incorporating explicit user profile into query rewriting
> Multiple queries retrieval with personalization outperform single query retrieval.
> The LLM might not address personalized query well (answer as expansion hurt).

> How to aggregate the personalized information is important (re-rank hurt).

Method MAP R@10 R@100 MRR
GPT40QR 45.4 66.9 80.9 45.4
T5QR 33.5 50.2 62.5 33.5
ConvGQR 31.1 49.0 63.2 31.1
GPT40-AQ 42.9 63.1 79.8 42.9
LLM4CS 36.8 57.1 75.9 36.8
MQ4CSans 46.7 70.6 87.0 46.7
MQ4CSans+rerank 43.6 65.5 83.8 43.6
MQ4CS 47.5 72.6 87.8 47.5

[1] Generating Multi-Aspect Queries for Conversational Search. Abbasiantaeb et al. arXiv 2024. 100
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Personalized Conversational Search

Leveraging implicit user preference from conversation history
> Motivation:
o Existing studies for single-turn personalized benchmark treats each user
utterance as independent [1]
o The multi-turn conversation focus on modeling interaction structure or
dialogue coherence while remaining largely user-agnostic [2].

o No connection between personalization and conversation.

[1] Lamp: When large language models meet personalization. Salemi et al. ACL 2024.
[2] A Personalized Conversational Benchmark: Towards Simulating Personalized Conversations. Li et al. arXiv 2025. 101



Personalized Conversational Search

Leveraging implicit user preference from conversation history

> ldea [1]: (1) Simulate the conversational context toward the current turn; (2)
Construct personalized conversational context according to all historical
messages of a specific user as long-term personalized signals; (3) Combine

both as condition for personalized generation.

> Pros: Standardized conversational personalized generation and benchmarking.

> Cons: The condition on historical context navigation is uncontrollable.

[1] A Personalized Conversational Benchmark: Towards Simulating Personalized Conversations. Li et al. arXiv 2025. 102



Generating Response in Conversational Search

Summary:

>

Conclusion: Personalization in LLM era with multi-turn interaction is important
and require new paradigm to achieve.

Key Challenge: (1) Identify the personalization requirement and injection
method and (2) Using user profile in suitable ways.
Open questions:

o How to modeling and inject personalized signals for various scenarios?

o How to formulate/evaluate personalization task with LLMs? (user-centric)
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Automatic Evaluation for Conversational Search
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Automatic Evaluation for Conversational Search

e Online
o Query performance prediction
e Online
o LLM-based relevance judgment prediction
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Automatic Evaluation for Conversational Search

e Online
o Query performance prediction

107



Automatic Evaluation for Conversational Search

e Query performance prediction (QPP)
o Predicts retrieval quality of search system for query without relevance
judgments
o QPP benefits a variety of applications in ad-hoc search, e.g., selective
query expansion [1,2,3], query variant selection [4,5]
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Automatic Evaluation for Conversational Search

e Query performance prediction (QPP)
o Two types of methods
m Pre-retrieval: f(query)—QPP score
m Post-retrieval: flquery, ranked list)—QPP score
e Unsupervised
o e.g., retrieval score-based methods: f{ranked list)—QPP score

S—

|
|

|
|

Score
Score

1

0.0 02 04 06 08 1.0
0.0 02 04 06 08 1.0

N T T T T T N T T T T T
0 200 400 600 800 1000 0 200 400 600 800 1000
Ranking Position Ranking Position

e Supervised
o e.g., fine-tune BERT models: flquery, ranked list)— QPP score '*°



Automatic Evaluation for Conversational Search

e QPP for conversational search
o [1] use retrieval score-based QPP values to predict the difficulty of a user
query and use a threshold for decision
m performance is comparable to fine-tined BERT
o [2] use a set of QPP features to train a classier
m QPP features make a difference

.................................................................................

return the top documents

Voice query " Text query

)
(o ¢

Voice answer gsssssssess  Text answer

Intelligent
No answer”  Assistant

QPP score

asking a clarifying question Search engine
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Automatic Evaluation for Conversational Search

e QPP for conversational search
o How well QPP methods designed for ad-hoc search generalize in
conversational search?
m [1] reproduces QPP methods in conversational search

What problem does blockchain solve?

Query rewrite > y —— QPP score

m Findings:

Feeding query writes works well; QPP quality tends to be better if
query rewriting quality is higher
Score-based QPP works well, likely by skipping query

understanding in conversational search
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Automatic Evaluation for Conversational Search

e Query performance prediction (QPP)
o How to improve QPP for conversational search?
m [1] conducts an empirical analysis:
e Lower query rewriting quality yields lower retrieval quality
e Query rewriting quality provides evidence for QPP
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Automatic Evaluation for Conversational Search

e Query performance prediction (QPP)
o How to improve QPP for conversational search?
m [1] proposes perplexity-based QPP framework (PPL-QPP)
e Evaluate the query rewriting quality via perplexity
e Inject the quality into the QPP via linear interpolation

1
perplexity

final QPP score = a - + (1 —a) - QPP score

m [1] found that
e PPL-QPP results in higher QPP quality, especially on datasets
where query rewriting is challenging
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Automatic Evaluation for Conversational Search

e Query performance prediction (QPP)
o How to improve QPP for conversational search?
m Embeddings from conversational dense retrievers have the potential

to be used for QPP
m [1] proposes geometric QPP methods
e Fetch embeddings of query and retrieved document from

conversational dense retrievers
e Measure the proximity of the query and documents in the

embedding space
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Automatic Evaluation for Conversational Search

Query performance prediction (QPP)

[1] proposes QPP-GenRE, which predicts IR measures using LLM-generated

m Supports both ad-hoc and conversational search (via query rewrites)
m [1] devises an approximation strategy for predicting recall-based metrics
e Only judges the top n items in the ranked list (r < total corpus size)

to avoid scanning the full corpus
Query —{ )
19—

A Generatin
2 — g

— Rel, —| metrics at

[
judgments
Query—{ )
1 |=) — Generating
relevance
2 [El | judgments
by LLMs
n/k =] —

O )

Predicting

cut-off k

— Pred.

|

Predicting a precision-based metric

kKB —{ byLms

n B —

relevance
judgments

)

Rel.

— Pred.

Predicting a metric considering recall
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Automatic Evaluation for Conversational Search

e Query performance prediction (QPP)
o [1] found prompting LLMs for relevance prediction yields limited and
unstable performance
o [1] fine-tune LLMs for relevance prediction
m LLMs: Llama and Mistral families, with sizes ranging from 1B to 70B
m Fine-tuning method: QLoRA, a parameter-efficient fine-tuning method
m T[raining data: human-labeled relevance judgments of MS MARCO

( )
Instruction: Please assess the relevance of the provided passage to the following question.
Please output “Relevant” or “Irrelevant”.

Question: {question}

Passage: {passage}

Output: Relevant/Irrelevant




Automatic Evaluation for Conversational Search

e Query performance prediction (QPP)
o [1] shows that
m fine-tuning enhances relevance judgment generation and QPP
m fine-tuning much smaller LLM can yield more effective results than

few-shot prompting with much larger models

0.8
ZZ1 few-shot

1 fine-tuned

=
o

Pearson's p
o
SN

e
NI

0.0

¢
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“%
)
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2
RZ
%,
Y/
/)‘9(‘ '
NN
2s
%
%,

(a) TREC-DL 19



Automatic Evaluation for Conversational Search

e Query performance prediction (QPP)
o [1] shows QPP-GenRE achieves state-of-the-art performance in predicting
the performance of both ad-hoc and conversational search retrievers
m [n the conversational search setting
e [1] predicts the performance of ConvDR, a conversational dense
retriever
e [1] uses a Llama-3.2-3B-Instruct fine-tuned on MS MARCO for
predicting relevance judgments



Automatic Evaluation for Conversational Search

e Offline
LLM-based relevance judgment prediction
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Automatic Evaluation for Conversational Search

e LLM-based relevance judgment prediction
o [1] shows the correlation between system rankings using human-annotated
relevance judgments and those using LLM-predicted judgments
m Use query rewrites in the prompt

Table 2: Comparison between the relative ranking of retrieval systems of TREC
iKAT 23 and TREC CAsT 22 collections using LLM- and human-generated
pools. The relative ranking is compared using Kendall’s tau (7) metric and
retrieval systems are ranked based on nDCG@5 metric.

TREC iKAT 23 TREC CAsT 22

LLM  Prompt Context Complete Test Complete Test
0 zero-shot X 0.852 0.778 0.892 0.656
g one-shot X 0.862 0.778 0.900 0.676
A, one-shot v 0.630 0.624 0.883 0.670
o two-shot X 0.825 0.746  0.886 0.650
= one-shot X 0.450 0.307 0.289 0.280
& one-shot v 0.550 0.471 0.710 0.616
g FT X - 0841 - 0881
A FT " 0.751 5 0.878
FlanT5 FT X 0.889 - 0.886
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Automatic Evaluation for Conversational Search

e LLM-based relevance judgment prediction
o [1] investigates filling gaps in relevance judgments for conversational search
m Fill the holes using few-shot LLMs, Llama 3 and GPT 3.5
m Compare with filling the holes with human
m Llama ranks the new system closer to the original location

iKAT 23 CAsT 22

r
1 —— Llama-3 / | —e— Llama-3 /.

—«— GPT35 / —=— GPT3.5 /
f /

/

_ \ s
/\\‘/ L

0 2 4 6 8 0 ) 4 6
Unjudged@10 Unjudged@10

]

(e
(O8]
(e

[\
el

Rank change (D)
=
Rank change (D)
>

o
(e)
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Agentic Conversational Search
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Agentic Conversational Search

e Whatis an “agent”?
o An agent is an autonomous entity that makes decisions and takes
actions on users’ behalf [1,2]
o The idea of agents traces back to the 1950s with the emergence of
symbolic Al [1]

e Typical capabilities of agents [3]
o Reflection and refinement

Planning

Memory

Tool use

Multi-agent collaboration

© O O O
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Agentic Conversational Search

e TJool use
o Search engines are a key tool
o Recent work explores how LLMs act as agents that autonomously use
search engines to meet users’ information needs [1,2,3]
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Agentic Conversational Search

e Tool use

o [1] proposes Agentic RAG and Search-o01, purely based on prompting

(a) Vanilla Reasoning Pattern

Original Question:

Step 1: trans-Cinnamaldehyde +
Methylmagnesium Bromide — Product 1
Step 2: Product 1 + ... — Product 2

Step 3: Product 2 + (Dimethyl(oxo)-16-
sulfaneylidene)methane ... — Product 3
Question: carbon atoms count of Product 3

\

Large Reasoning

Start thinking. é] Model (e.g. o1)

Stepn *
Encounter
Untamiliar | need the structure of
trans-Cinnamaldehyde.
knowledge.

Make a guess
and continue
reasoning.

Provide final
answer.

Step n+1 *
Perhaps the structure of
trans-Cinnamaldehyde is
CgHsCH=CH-CO-CH,. (X)

Step n+2 *

Final Step *

Product 3 contains 10
carbon atoms. (X )

(b) Reason with Agentic RAG (Ours)

Search Instruction:

When you encounter unfamiliar knowledge,
you can perform web searches to help you ...

Original Question:
Step 1: ... Step 2: ... Step 3: ...
Question: carbon atoms count of Product 3

\

Large Reasoning

Start thinking. @ Model (e.g. o1)

Stepn +
Search for S -
helpful info HHCLIS Oftanss
Cinnamaldehyde
on-demand.

Step n+1 * iterable O

Return long

e (E)-cinnamaldehyde is the

E(trans) stereoisomer of ...

documents,
which disrupt
reasoning. Stepn*2 *

Final Step {
Provide final Product 3 contains 14
answer. carbon atoms. (X )

(c) The Search-o1 Framework (Ours)

Search Instruction:

When you encounter unfamiliar knowledge,
you can perform web searches to help you ...

Original Question:
Step 1: ... Step 2: ... Step 3: ...
Question: carbon atoms count of Product 3

Y

rDomains:
&5 Physics
Chemistry
@ Biology
N\ Math
Code

[Z)' ODQA

s Large Reasonin:
Start thinking. (;] Mt?del (eg. 01)9
Stepn {
ﬁ;ar;ﬁ:]iir’]ofro Structure of trans-
P Cinnamaldehyde
on-demand.
Step n+1 * iterable O
Get concise Trans-Cinnamaldehyde
|nf0rmatlpn has the structure
and continue CsHsCH=CHCHO. (v)
coherent
reasoning. Step n2 *
Final Step
Provide final Product 3 contains 11
answer. carbon atoms. (v')

Ve

Retrieved
Documents

'
b

Reason-in-
Documents

Integrate helpful
information into
the previous
reasoning chain.
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Agentic Conversational Search

e Tool use

o [1,2] extend this line of work by applying reinforcement learning to teach
LLMs how to effectively use search engines during multi-step reasoning

Answer the given question. You must conduct reasoning inside <think>and </think>
first every time you get new information. After reasoning, if you find you lack some
knowledge, you can call a search engine by <search> query </search>, and it will
return the top searched results between <information> and </information>. You
can search as many times as you want. If you find no further external knowledge
needed, you can directly provide the answer inside <answer> and </answer> without
detailed illustrations. For example, <answer> xxx </answer>. Question: question.
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Agentic Conversational Search

e Tool use
o Future direction
m Go beyond search engines
e Use tools to enhance retrieval quality
o E.g., use automatic evaluation tools such as Query
Performance Prediction (QPP) to guide or verify results

e Use tools to handle broader user needs
o E.g., for the query “What is the capital of Scotland, and
what’s the current weather?”, combine search engines with
a weather forecast API
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Conclusions and future directions
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Conclusions and future directions

e We revisited key tasks and concepts in conversational search:
o The core concepts of conversational search
o Conversational search paradigms
o Mixed-initiative interactions
e \We explored emerging topics in the era of large language models (LLMs):
o Conversational search with LLM-based generation
o Personalized conversational search
o Automatic evaluation for conversational search

o Agentic conversational search
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Conclusions and future directions

e Future directions

o Agentic related
m Enhancing reasoning capabilities
m Reflection and self-correction
m [ool use beyond traditional document retrieval

o Broader Applicability
m Multilingual and Multimodal scenarios
m Domain-specific scenarios (financial, legal, medical, etc.)
m Search as an intermediate step in complex tasks (QA, assistance, ...)

o Evaluation
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Discussions
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